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Abstract 

The process of understanding a given text's emotion that one can use to analyze the product/service 

reviews is called sentiment analysis. Furthermore, classify them as either Positive, Neutral, or 

Negative sentiments. Learning the human masses' sentiments towards distinct entities and products 

facilitates better contextual advertisements, recommendation systems, and market trends analysis. 

Sentiment Analytics extract sense from human speech and have the power to suggest business 

insights into large amounts of data such as the opinions of customers, insights that inspire business 

decisions. Sentiment analysis systems allow companies to make sense of the sea of unstructured 

text by automating business processes, getting actionable insights, and saving hours of manual 

data processing by making businesses more efficient. I have chosen the Yelp dataset focusing on 

reviews of restaurants in Illinois to determine whether they are positive or negative sentiments and 

develop a model for their classification. This research project concentrates on predicting whether 

customers have a positive or negative attitude towards a restaurant. I have built a Machine learning 

model LSTM and used other classifier models such as Naïve Bayes, Bernoulli's, Logistic 

Regression, Stochastic Gradient Descent, and Support Vector Machine to train the models. I have 

used evaluation matrices such as prediction, accuracy, recall, and F_1 score to evaluate the 

classifier's performance on the test sample. Based on the evaluation matrix results, the goal is to 

find trends in how positive and negative reviews are written and come up with a model for their 

classification. The results show that SVM is the best model for classifying the reviews to either 

positive or negative as it gives the highest precision compared to the other classification models. 
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1. Introduction 

Traditionally we used to learn about different products, restaurants, services, movies, hotels, etc. 

Through word of mouth, i.e., we get to know about these things based on our family members' 

experience or through our friend's circle. This process is very restricted; people get to know 

something either when they experienced it personally or discovered it from someone. This 

information can be broadcasted only across our friends or friends of friends where the reach is 

restricted. This way, there could be numerous things that not many people know, and that could 

be because very few people know about them, or people might have never experienced them. In 

the past few years, technology has advanced so much that we have started using it in every aspect 

of the business, such as social media, online shopping, traveling, etc. We have used technology to 

write our feedback and keep track of these users' reviews to understand how their experience was 

either good, bad, or neutral through their choice of words using sentiment analysis.  

When you express your emotions and sentiments to people on a larger scale with the web's help, 

it becomes a powerful tool to communicate and convey your information. Sentiment analysis is 

the area of discipline that examines people's feelings, thoughts, emotions, evaluations, sentiments, 

and opinions towards entities such as services, products, organizations, individuals, issues, 

restaurants, events, movies, and topics. In plain terms, it helps in tracking the mood of the public. 

It uses natural language processing and data mining methods to the problem of gathering opinions 

from the text. Data creation is to reach 48 zettabytes by 2022. Every year nearly 2.5 quintillion 

byte of data is created, and it is estimated to double every year. One may consider this outbreak of 

data is significant. However, massive information can result in data overload. It isn't easy to extract 

the gold from the dross. In the data mining field of study, extracting and identifying patterns in 

massive data sets involves machine learning, statistics, and database systems to identify the text 

content. In today's world, the Internet's use has increased, and people have started to exchange 

opinions with the web's help, which has become the driving force for Sentiment Analysis. The web 

is a massive depository of structured and unstructured data. The analysis of this data to extract 

hidden public opinion and sentiment is a challenging task. 

Sentiment analysis/Text analysis is the process of learning the emotion or opinion of a given text 

that one can use to analyze the product/service reviews. And classify them as either Positive, 

Neutral, or Negative sentiments. Sentiment Analytics/Text analytics extract meaning from human 

language and have the power to offer businesses insights into large amounts of data such as the 

opinions of customers, insights that can be used to drive business decisions. I want to extract 

customers' opinions from their reviews, help businesses understand their customers' needs, and 

further help businesses to draw insights to develop their business. So, the goal is to find trends in 

how positive and negative reviews are written and come up with a model for their classification. 

Sentiment analysis systems allow companies to make sense of the sea of unstructured text by 

automating business processes, getting actionable insights, and saving hours of manual data 

processing by making businesses more efficient. Yelp dataset is an excellent source of positive 

and negative feedback from customers that companies can leverage to enhance their services. On 

this vast dataset, the aim is to find trends in how positive and negative reviews are written and 

come up with a model for their classification. However, due to vast amounts of reviews on the 



www.manaraa.com

9 
 

Yelp dataset, it can be time-consuming to read all reviews or compare other businesses' feedback. 

Hence, I have chosen the data reviews of restaurants in Illinois to determine whether they are 

positive or negative sentiments. This project further covers how data cleansing is done. It also 

explains how the sentences are tokenized and how to generate embeddings for each review. 

Further, it covers standardizing review length for long reviews. Additionally, it describes how the 

machine learning model LSTM is built and how different libraries are used for machine learning 

models. The various machine learning models used are Naïve Bayes, Bernoulli's, Logistic 

Regression, Stochastic Gradient Descent, and Support Vector Machine to train the models and 

then test the performance of the models on the test sample. Finally, it shows how comparison is 

performed between the models using the evaluation matrices like precision, recall, f_1, and 

accuracy to determine the best model for classifying positive and negative reviews. 

 

2. Literature Review 

A few techniques used for Sentiment Analysis are as follows: 

For sentiment classification, Mori Rimon [3] used the keyword-based approach. He identified 

keywords that are essentially adjectives indicating sentiments. These indicators can be developed 

manually or can originate from Wordnet. 

Alec co [4] used several machine learning algorithms. Different machine learning algorithms such 

as Naïve Bayes', Maximum entropy, and Support vector machine. 

Janice M. Weibe [5] presented document and sentence level classification. He pulled review data 

from different product targets such as automobiles, banks, movies, and travel. He categorized the 

words into positive and negative classes. Further, he calculated the overall positive or negative 

score for the text. If the quantity of positive words is higher than negative, then the document is 

considered positive, otherwise negative. 

Jalaj S. Modha, Sandip J. Modha, and Gayatri S. Pandi [6] aused different approaches in handling 

both subjective and objective unstructured data. 

Liu, Bing. "Sentiment analysis and opinion mining." Synthesis lectures on human language 

technologies 5.1 (2012): 1-167. 

Pang and Lee [8] have explicitly worked on sentiment analysis and mining tweets from Twitter. 

DENG et al. (2011) used sentiment analysis for Stock Price Prediction in [9]. 

K. Ming Leung [10] describes the Bayes rule. 

Yaying Qiu et al [11] constructed extend Bayes model by assigning weights to important 

features. 

In this paper, I have worked on identifying positive and negative reviews. Further, I have used 

different machine learning models and compared their performances to identify the best 

classification model for reviews. 
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3. Project Methodology 

3.1 Data Source 

The data used in this project is downloaded from Yelp. Yelp dataset consists of nearly 5.2 Million 

User reviews on numerous businesses from 11 metropolitan areas spanning across four countries. 

The primary focus is on the reviews of restaurants in Illinois along with star ratings and the city 

information.  

Consider some examples of the Yelp dataset; these reviews are plain text in natural language and 

have some slang and idiomatic words. Here it consists of both negative and positive reviews that 

are distinct from each other. The classification models can be trained to learn the sentiment of the 

user. 

 – “Food is very bland — not authentic at all. meant to cater to the customers who have never eaten 

Vietnamese food before. Definitely will not be returning!” — 1 Stars. 

 – “A-M-A-ZING!!!!!!!!!!!!!! LOVE THIS PLACE!!!!!!! Everything on the menu looked so 

good!! Garlic chicken was the BOMB!!!!!! MUST EAT AT THIS PLACE!!! I recommend 

ordering ahead before you go! Gets very busy!!!” — 5 Stars.  

– “burgers are very big portions here. definitely order the onion ring tower to share…Milkshakes 

are tasty! My personal favorite — the vanilla one.” — 3 Stars.  

– “Best Chinese on campus. Low prices for a ton of food. I get general taos chicken with fried rice, 

an egg roll, and a drink for under $7.” – 5 Stars. 

These reviews consist of slang, idiomatic words, punctuations, etc., that need to be cleaned and 

curated to use for our analysis. 

 

3.2 Exploratory Data Analysis 

Visualization is a great technique to do exploratory data analysis. So, I reviewed data from 2010 

to 2019. Customers have started taking reviews for restaurants seriously, and the quality of reviews 

has significantly improved over time. So, it is essential to use the latest review data of the year 

2018 to keep the model tuned for newer reviews for which the results are to be classified as 

“positive” and “negative” classes. 
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Fig:1 Graph for Number of reviews per year 

I analyzed the number of reviews received every month in the year 2018, and as shown in the line 

graph, we see that in June, we have received a maximum number of reviews overall, and the least 

number of reviews received are in December. 

 

Fig:2 Graph for Number of reviews per month for the year 2018 
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Fig:3 Graph for Distribution of Customer Rating 

 

I analyzed the distribution of customer ratings received with a bar plot. As we can see, the 

maximum number of customers have given a rating of 5, and the minimum rating provided was a 

3. This shows that most of the customers has a positive experience with the restaurant. 
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Fig:4 Graph for Average Monthly Customer Rating for the year 2018 

 

We see that on an average most of the customers were happy with the restaurants, and above 70% 

of them gave ratings of 4 or 5. 

 

3.3 Data Preprocessing  

The dataset preprocessing steps include:  

1. Removing reviews written language other than English. 

2. Feature Selection - Selecting important columns. 

3. Removing Punctuations, non-alphanumeric characters, lowercase conversion, 

tokenization.  

4. Removing stop-words 

5. Generating embeddings for each review.  

6. Standardizing review-length by truncating long reviews and padding short reviews. 
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3.3.1 Removing reviews written in language other than English. 

In this dataset, I have used only the reviews written in the English language. So, I did the language 

detection with a library called langdetect and the specific function detect_langs. 

 

 

Table: 1 List of Reviews in other languages 

 

I have then removed these reviews that were written in different languages other than English. 
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3.3.2 Feature Selection - Selecting important columns 

My primary focus for this project is on Reviews and Ratings, and therefore I have selected 

Rating, Review, and Date columns for my analysis. 

 

Table: 2 Dataset after feature selection 
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3.3.3 Removing Punctuations, non-alphanumeric characters, lowercase conversion, 

tokenization.  

Table: 3 shows the reviews before removing punctuations. 

 

 

Table: 3 Dataset before cleaning 
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Table: 4 shows reviews after removing punctuations 

 

 

Table: 4 Dataset after feature selection 

 

As shown in Table: 5 we see that reviews are now converted into lowercase as “A” and “a” are not 

same in computer language. So, we convert all the words in reviews to lowercase. 

 

Table: 5 Reviews converted into lowercase. 
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3.3.4 Removing Stop-words 

In this dataset, stop words are used frequently, such as “the”, “a”, “an”, “in” that add no value to 

the sentence. I would not want these words to take up space in our database or taking up valuable 

processing time. So, it is necessary to remove the irrelevant data and keep the most relevant 

strings and words from the reviews. Hence, I have filtered stop words from the text with a corpus 

library and the specific function stopwords. NLTK(Natural Language Toolkit) in python has a list of 

stopwords stored in 16 different languages. 

 

 

I then wanted to investigate the words with the highest frequency that customers have used 

in reviews. Word cloud is a smart way to highlight words with high-frequency in textual 

data. The more a specific word appears in the text, the bigger and bolder it will be in the 

word cloud. 

      

Fig: 5 Word Cloud for highest frequency words 
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3.3.5 Generating embeddings for each review.  

The model cannot accept the text data directly as it first needs to be converted from an array of 

words to vector values. Keras provides a Tokenizer module that encodes the texts. First, it 

tokenizes sentences into words. After converting the texts to sequences, we obtain the word_index  

to all tokenized words. I have then used texts_to_sequences to convert the tokenized words into a 

sequence that encodes the words into numbers as shown in Fig: 6. 

 

 

Fig: 6 Tokenized words with word index 

 

After this step, I have generated encoded reviews by iterating through the texts and mapping each 

word to its embedding value by an Embedding layer. Each word is then mapped to a real-valued 

vector. To eliminate the variance is to replace the embeddings. In standard embeddings, words that 

are semantic synonyms have unrelated vector representations. So, the words' such as "Kitchen" 

and "Dinner" could be very far away from each other, while they should be close since their 

meaning shares a theme. I have used the GloVe encoding method that encodes values that give 

words in the same space closer to vectors compared to distinct words. Various things are occurring 

here, the first of which is reading the glove embeddings. I have read them from the text file, split 

them into the word and the vector. With the help of mapping words and vectors, I have created an 

Embeddings Matrix that maps all the words in our vocab to the vector for it. Iterating over it, 

I have built the embeddings matrix by indexing the glove vectors. 

 

 
Fig: 7 GloVe embedding matrix 
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3.3.6 Standardizing review-length by truncating long reviews and padding short 

reviews. 

All of the reviews have different lengths, some have 50 words, some have 100, and some 

are even larger. We can take a look at a histogram of the review lengths to make the 

decision on where to cap the reviews. In this step, I have standardized the reviews; it 

was observed that 20–40 words length is the most common length for the reviews. Even 

a few words can convey if a review is positive or negative. So, to save processing power 

and reduce bias between review lengths, standardization of a fixed length for all 

reviews is achieved using pad_sequences from Keras. 

 

 

 

Fig: 8 Histogram of Review Lengths 
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3.4 Selection of Machine Learning Models 

The Yelp dataset that I have chosen is an excellent source for the quality of reviews from 

consumers about a restaurant. I have built an LSTM model and trained the data on this 

model to classify the reviews as “positive” and “negative”. Further, I have checked the 

performance of the model on test data. I have also used libraries for different classifier 

models such as Naïve Bayes, Bernoulli, Logistic Regression, Support Vector Machine, 

Stochastic Gradient Descent, and Long Short Term and trained the data on all these models 

and tested the performances of these models on test data. I have taken the Naïve Bayes 

model as my baseline model and then compared all the results to identify the model that 

best predicts and classifies the reviews into “positive” and “negative”. 

 

3.4.1 Naïve Bayes classifier 

Based on Bayes’ Theorem, Naive Bayes classifiers are a collection of classification 

algorithms. It is not a unique algorithm but a group of algorithms where all of them share 

a common principle, i.e., every pair of features being classified is independent of each 

other. It is the simplest form of Bayesian Network, in which all attributes are independent 

given the value of the class variable. Hence, it is called conditional independence. It 

assumes each feature is conditional independent to other features given the class. A Naive 

Bayes classifier is a technique that applies to a specific class of problems, namely those 

that are phrased as associating an object with a discrete category. Naive Bayes has several 

advantages from the numerical-based approach group, such as simple, fast, and high 

accuracy. 

 

3.4.2 Bernoulli Classifier 

Bernoulli Classifier is an extension of the Naive Bayes Classifier, and it is equivalent to 

the binary independence model, which generates an indicator for each term of vocabulary. 

This model is similar to the multinomial Naive Bayes, but the predictors are boolean 

variables. We use the parameters to predict the class variable that considers only values 

yes or no, for example, if a word is present in the text or not. 

 

3.4.3 Logistic Regression 

Although many complex extensions exist, Logistic regression, a statistic model in its 

primary form, utilizes a logistic function to model a binary dependent variable. 

In regression analysis, logistic regression (or logit regression) estimates a logistic 

model's parameters (a form of binary regression). When the dependent variable(target) is 

categorical, we use Logistic regression.  

For example, 

• To predict whether the transaction was fraudulent (1) or (0) 

• Whether the person is happy (1) or not (0) 
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It is used for the classification of the user review in positive and negative classes.   

 

3.4.4 Stochastic Gradient Descent (SGD) 

Stochastic Gradient Descent (SGD) Stochastic Gradient Descent (SGD) is a simple yet 

very efficient approach to discriminative learning of linear classifiers under convex loss 

functions such as (linear) Support vector Machines and Logistic Regression. Even though 

SGD has been around in the machine learning community for a long time, it has received 

a considerable amount of attention just recently in the context of large-scale learning. 

 

3.4.5 Support Vector Machine (SVM) 

The support vector machine algorithm's objective is to find a hyperplane in N-dimensional 

space where N is the number of features that distinctly classify the data points. Support 

vectors are data points that are closer to the hyperplane and influence the hyperplane's 

position and orientation. The main objective is to find a plane with the maximum margin, 

i.e., the maximum distance between both classes' data points. Using these support vectors, 

we maximize the classifier's margin that provides some reinforcement to classify data 

points with more confidence. Support vector Machines use a Support vector classifier for 

the classification of the user review in the classes. Using this method is efficient for high 

dimensional spaces and effective when the number of dimensions is greater than the 

number of samples. 

 

3.4.6 Long Short Term Memory (LSTM- a deep learning approach)  

LSTM is a recurrent neural network (RNN) that is used in the field of deep learning. Unlike 

feed-forward neural networks, it has feedback connections, i.e., it can process single data 

points and a sequence of data. It is required in complex problem domains like machine 

translation, speech recognition, and more. Therefore, LSTM can be used for sentiment 

analysis. 

 

3.4.7 Designing LSTM Model 

Post data preparation, I have designed a model and then trained it to predict accurate results. 

After comparing LSTM and RNN, I found that RNNs have feedback loops in the recurrent 

layer. Still, it is challenging to train standard RNNs to solve problems requiring long-term 

temporal dependencies as it suffers from vanishing gradient problems. LSTM networks are 

a variety of RNN that utilizes special units in addition to standard units that include a 

'memory cell' that can maintain information in memory for a more extended period.  It 

deals with these problems by introducing new gates, such as input and forget gates, which 

allow for better control over the gradient flow and enable better preservation of "long-range 

dependencies. 
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3.4.7.1 Models and Hyperparameters Tuning 

 

3.4.7.1.1  LSTM model: 

 

Fig: 9 LSTM Model 

 

As a part of my project, I have designed an LSTM based neural network with  

• an embedding layer that helps convert each word into a vector. 

• 2 LSTM layers,  

• a dropout layer is used for regularization,   

• two dense layers; as a dense layer is a fully connected layer, all the neurons in 

a layer are connected to those in the next layer. 

Trained the model and performed predictions on test datasets. Post the training testing phase; 

the results will be compared to other classification model's performance to see which model 

gives more accurate results. 

 

3.4.7.1.2  Hyperparameters 

Relu – The rectified linear activation function or ReLU is a piecewise linear function that 

will output the input directly if it is positive. Otherwise, it will output zero. 

Softmax – It is an activation function that turns logits into probabilities that sum to one. 

Softmax function outputs a vector that represents the probability distributions of a list of 

potential outcomes. 
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Adam – It computes individual learning rates for different parameters. 

Binary Cross-Entropy – It is also called Sigmoid Cross-Entropy loss. It is a Sigmoid 

activation plus a Cross-Entropy loss. It is independent for each vector component, which 

means the loss computed for every CNN output vector component is not affected by other 

component values. 

Number of Epochs 6 

Activations Functions Relu and softmax 

Optimizer Adam 

Loss Function Binary crossentropy 

Learning Rate  
Learning Rate = 0.001, Decay = 0.0001 

Batch Size 64 

 

Table: 6 Summarized view of hyperparameters 

 

4. Evaluation of Models 

 

4.1  Evaluation Matrics 

Precision, Recall and F1-Score are used to measure the accuracy of the classification 

model. 

1. Precision – Precision is the ratio of correctly predicted positive observations to the total 

predicted positive observations. It tells us how precise the model is out of those predicted 

positive, how many of them are actual positive values. If the model avoids lot of mistakes 

in predicting correct values then the model has high precision. 

2. Recall – Recall is the ratio of correctly predicted positive observations to all observations 

in the actual class.  

3. F1 Score – F1 Score is the weighted average of Precision and Recall. 

4. Accuracy – Accuracy is the measure of correctness of the value in correlation with the 

information. 
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4.2  Results of different classification model 

While working with different models, its easy to see the contrast when training models. Naïve 

Bayes is considered as a baseline model. From the below-tabulated data, the results i.e., 

Evaluation Matrics of Naïve Bayes model, are shown. These results are then compared to other 

classification models result and identify which classifier provides more accurate results. 

 

4.2.1 Naïve Bayes Classifier 

 

 

 

 

 

 

 

  

                          Table: 7 Table for sentiment analysis using Naïve Bayes Classifier 

 

As shown in Fig: 10, we see that the Recall is high, and precision is the least for this model. 

 

 

        Fig: 10 Graph for sentiment analysis using Naïve Bayes Classifier 

Evaluation Matrics Naïve Bayes 

Precision 0.8492 

Recall 0.9147 

Accuracy 0.8824 

F_1 score 0.8285 
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4.2.2 Bernoulli Classifier 

 

Evaluation Matrics Bernoulli's Classifier 

Precision 0.8297 

Recall 0.9324 

Accuracy 0.8781 

F_1 score 0.8207 

 

Table:8 Table for sentiment analysis using Bernoulli Classifier 

 

As shown in Fig: 11, we see that the Recall is high, and F_1 is the least for this model. 

 

 

Fig: 11 Graph for sentiment analysis using Bernoulli Classifier 

 

 

 

 

 



www.manaraa.com

27 
 

4.2.3 Logistic Regression 

 

 

 

Table:9 Table for sentiment analysis using Logistic Regression 

 

As shown in Fig: 12, we see that the Recall is high, and F_1 is the least for this model. 

 

 

 

Fig: 12 Graph for sentiment analysis using Logistic Regression 

 

 

 

 

Evaluation Matrics Logistic Regression 

Precision 0.8951 

Recall 0.9469 

Accuracy 0.9221 

F_1 score 0.8864 
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4.2.4 Stocastic Gradient Descent 

 

Evaluation Matrics SGD 

Precision 0.8561 

Recall 0.8796 

Accuracy 0.8304 

F_1 score 0.8676 

 

Table:10 Table for sentiment analysis using Stocastic Gradient Descent 

 

As shown in Fig: 13, we see that the Recall is high, and accuracy is the least for this model. 

 

 

Fig: 13 Graph for sentiment analysis using Stocastic Gradient Descent 
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4.2.5 Support Vector Machine 

 

Evaluation Matrics SVM 

Precision 0.9212 

Recall 0.9228 

Accuracy 0.8471 

F_1 score 0.9022 

 

Table: 11 Table for sentiment analysis using Support Vector Machine 

 

As shown in Fig: 14, we see that the precision is high, and accuracy is the least for this model. 

 

 

 

Fig: 14 Graph for sentiment analysis using Support Vector Machine 
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4.2.6 LSTM 

 

Evaluation Matrics LSTM 

Precision 0.807 

Recall 0.8905 

Accuracy 0.847 

F_1 score 0.9021 

 

Table: 12 Table for sentiment analysis using LSTM 

 

As shown in Fig: 15, we see that the F_1 is high, and precision is the least for this model. 

 

 

Fig: 15 Graph for sentiment analysis using LSTM 
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5. Comparing Evaluation Scores 

5.1 Summarized Results for classification models 

The table summarizing the precision, recall, accuracy and F1 Score, of all the models trained on 

dataset is tabulated below. 

 

Table: 13 Table for analysis of evaluation values of all models  

 

 

Fig: 16 Comparison of Evaluation Scores 
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Precision is the highest in SVM compared to all other classifier models whereas lowest in LSTM. 

Recall is high in Bernoulli’s and low in LSTM. F1 score is the highest in LSTM and lowest in 

Bernoulli’s model. Accuracy is high in SVM and low in LSTM. 

 

6. Conclusions 

I have worked on classifying reviews into positive, negative, and neutral. Further, I have used 

different machine learning models and compared their performance in classifying positive and 

negative reviews. I have considered high precision as it contains fewer false positives and gives a 

more accurate prediction. SVM model provides the highest precision with fewer false positives 

compared to the performance of other classification models. Hence, I have concluded SVM to be 

the best model for classifying the reviews to either positive or negative. 
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